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In this paper we provide a two-stage group decision-making procedure for ranking a great number of alternatives. Since individuals usually have inconsistencies in the pairwise comparison of alternatives, we allow agents to assess alternatives one by one using linguistic labels. This information is processed by using aggregation functions, each one generating a complete preorder as a partial decision group outcome. In order to choose the final ranking of alternatives we consider an aggregation rule based on the classical Borda count, in which weights over partial outcomes are considered.
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1. INTRODUCTION

In some multiperson decision problems is necessary to choose a ranking of alternatives taking into account the individual opinions about a large set of alternatives. Because agents usually have difficulties to compare coherently all the pairs of alternatives (cycles in preferences easily appear), it is common to allow them to assess the alternatives one by one. Moreover, linguistic assessments are allowed because agents generally are not able to provide exact numerical values.

In the ordinary decision framework, approval voting (see Brams and Fishburn (1978, 1983)) is one of the more straightforward methods for choosing one or several alternatives, especially when there are a great number of them. This procedure only requires that agents approve of as many alternatives as they wish. Then, the alternative(s) with the greatest number of votes is (are) selected as the best. Ylmaz (1999) considers a substitute voting method with three categories rather than two. However, human beings usually use more than three kinds of linguistic assessments. These reasons lead us to propose a general framework where individuals can assess the alternatives by means of a general set of linguistic labels.
There is a wide class of aggregation functions which rank alternatives taking into account individual linguistic assessments. In this paper we provide a two-stage group decision-making procedure for ranking alternatives. An initial contribution developed under this approach can be found in García-Lapresta (2003).

In the first-stage we consider several aggregation functions that generate complete preorders on the set of alternatives. For ranking the assessed alternatives these functions need to add up the individual assessments (linguistic labels) and to order the obtained sums. For this purpose we provide a general framework, similar to one given by García-Lapresta (forthcoming), based on totally ordered commutative semigroups generated by the original linguistic labels.

In order to show the first stage of the group decision procedure we present two fuzzy generalizations of the Borda count, related to García-Lapresta, Lazzari and Martínez-Panero (2001), and a fuzzy generalization of approval voting. With the information provided by the agents in the classification of the alternatives, the mentioned aggregation functions consider that each agent assigns an element of the semigroup generated by the linguistic labels to every alternative: the sum of the fuzzy qualifications corresponding to the alternatives that are evaluated worse (or equal) than it, for the fuzzy Borda counts; and the linguistic label corresponding to the evaluated alternative, for the fuzzy approval voting. In all the cases the global qualification of an alternative is the addition of the individual ones. Taking into account the ordering associated with the totally ordered semigroup, we obtain a complete preorder on the set of alternatives for each aggregation function.

Since different aggregation functions could rank the alternatives in a different manner, we have introduced a second stage decision procedure in order to choose the final ranking of the alternatives. For this reason we use an aggregation rule over the above complete preorders. This rule is based on the classical Borda count, in which weights over partial outcomes (obtained in the first stage) are considered. On classical Borda count and two generalizations in a fuzzy pairwise comparison framework, see García-Lapresta, Lazzari and Martínez-Panero (2001) and García-Lapresta and Martínez-Panero (2002).

By simplicity, in the examples contained in this paper we suppose that agents evaluate alternatives by using five categories widely used in practice: very good, good, medium, bad and very bad. Consequently, agents classify the alternatives according to this class of linguistic terms. In order to add up the corresponding assessments, each linguistic label is represented by means of a trapezoidal fuzzy number. The obtained global qualification of an alternative is the sum of all the individual ones. For comparing the reached results for alternatives, an ordering in the set of trapezoidal fuzzy numbers is needed. In the examples we have considered one given by Delgado, Vila and Voxman (1998). Through both elements, fuzzy numerical representation of the linguistic
labels (with the usual sum) and the mentioned ordering, it is easy to put in practice the aggregation functions.

2. SORTING ALTERNATIVES BY MEANS OF LINGUISTIC LABELS

Suppose \( m \) agents, \( m \geq 3 \), who have to evaluate alternatives of \( X = \{x_1, \ldots, x_n\} \), \( n \geq 3 \), by means of a set of linguistic labels \( L = \{l_0, l_1, \ldots, l_s\} \), \( s \geq 2 \), ranked by a linear order: \( l_0 < l_1 < \cdots < l_s \). Suppose the number of labels, \( s + 1 \), is odd; consequently, \( l_{s/2} \) is the central label and the rest of labels are defined around it symmetrically.

Linguistic labels can be represented mainly by real numbers, intervals and triangular and trapezoidal fuzzy numbers. Particular representations of linguistic labels by means of fuzzy numbers can be found in Zadeh (1975), Marimín, Umano, Hatono and Tamura (1998), Herrera and Herrera-Viedma (2000) and García-Lapresta, Lazzari and Martínez-Panero (2001), among others. We also note that linguistic labels can be managed symbolically by means of the linguistic OWA operators introduced in Herrera, Herrera-Viedma and Verdegay (1996).

We present now a general framework for considering linguistic evaluations of alternatives similar to one given by García-Lapresta (forthcoming).

Let \( (\langle L \rangle, +) \) be the commutative semigroup generated by \( L \) and an associative and commutative operation \( + \) on \( L \):

1. \( L \subseteq \langle L \rangle \).
2. \( l + l' \in \langle L \rangle \), for all \( l, l' \in \langle L \rangle \).
3. \( l + (l' + l'') = (l + l') + l'' \), for all \( l, l', l'' \in \langle L \rangle \).
4. \( l + l' = l' + l \), for all \( l, l' \in \langle L \rangle \).

We also consider a total order \( \leq \) on \( \langle L \rangle \) compatible with the original linear order on \( L \):

5. \( l \leq l \), for all \( l \in \langle L \rangle \).
6. \( (l \leq l' \text{ and } l' \leq l) \Rightarrow l = l' \), for all \( l, l' \in \langle L \rangle \).
7. \( (l \leq l' \text{ and } l' \leq l'') \Rightarrow l \leq l'' \), for all \( l, l', l'' \in \langle L \rangle \).
8. \( l \leq l' \text{ or } l' \leq l \), for all \( l, l' \in \langle L \rangle \).
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9. \( l_0 < l_1 < \cdots < l_n \), where \(<\) is the strict order associated with \( \leq \) \( \{ l < l' \text{ if } l \leq l' \text{ and } l \neq l', \text{ for all } l,l' \in \langle L \rangle \} \).

Moreover, we suppose compatibility between \( + \) and \( \leq \):

10. \( l \leq l' \Rightarrow l + l'' \leq l' + l'' \), for all \( l,l',l'' \in \langle L \rangle \).

Then, \( \langle \langle L \rangle, +, \leq \rangle \) is a totally ordered commutative semigroup.

Suppose agents assess alternatives by means of evaluation functions

\[
\begin{align*}
\nu_k : X & \longrightarrow L \\
x_i & \longmapsto \nu_k(x_i),
\end{align*}
\]

\( k = 1, \ldots, m \), where \( \nu_k(x_i) \) is the evaluation of \( x_i \) by the agent \( k \). A profile is a vector \( \langle \nu_1, \ldots, \nu_m \rangle \) of individual evaluation functions and \( \nu \) is the set of profiles.

Profiles can be expressed by means of linguistic matrices

\[
\begin{bmatrix}
\nu_1(x_1) & \nu_1(x_2) & \cdots & \nu_1(x_n) \\
\nu_2(x_1) & \nu_2(x_2) & \cdots & \nu_2(x_n) \\
\vdots & \vdots & \vdots & \vdots \\
\nu_m(x_1) & \nu_m(x_2) & \cdots & \nu_m(x_n)
\end{bmatrix}
\]

These matrices provide a classification of alternatives with respect to the linguistic labels: for each agent \( k \) and each linguistic label \( l_h \) we have

\[
C_k(l_h) = \nu_k^{-1}(\{l_h\}) = \{ x_i \in X \mid \nu_k(x_i) = l_h \},
\]

the set of alternatives which agent \( k \) evaluates with the linguistic label \( l_h \).

Now let \( R(X) \) be the set of complete preorders on \( X \), i.e., ordinary binary relations \( R \) on \( X \) which are complete and transitive:

1. \( x_i R x_j \) or \( x_j R x_i \), for every \( x_i, x_j \in X \).
2. \( x_k R x_k \) whenever \( x_i R x_j \) and \( x_j R x_k \), for every \( x_i, x_j, x_k \in X \).
R ∈ R(X) is understood as a weak preference relation: \( x_i R x_j \) means that \( x_i \) is at least as good as \( x_j \). The strong preference relation \( P \) associated with \( R \) is defined by \( x_i P x_j \) if not \( x_j R x_i \) and means that \( x_i \) is better than \( x_j \). The indifference relation \( I \) associated with \( R \) is defined by \( x_i I x_j \) if \( x_i R x_j \) and \( x_j R x_i \), and means that \( x_i \) is indifferent to \( x_j \).

We note that from this construction we have that \( P \) is asymmetric and transitive, and \( I \) is reflexive, symmetric and transitive:

1. If \( x_i P x_j \), then not \( x_j P x_i \), for every \( x_i, x_j \in X \).
2. \( x_i P x_k \), whenever \( x_i P x_j \) and \( x_j P x_k \), for every \( x_i, x_j, x_k \in X \).
3. \( x_i I x_j \), for every \( x_i \in X \).
4. If \( x_i I x_j \), then \( x_j I x_i \), for every \( x_i, x_j \in X \).
5. \( x_i I x_k \), whenever \( x_i I x_j \) and \( x_j I x_k \), for every \( x_i, x_j, x_k \in X \).

**Example 1.** Suppose 5 agents who have to assess the alternatives of \( \{ x_1, \ldots, x_8 \} \) by using the linguistic labels \( L = \{ l_0, l_1, l_2, l_3, l_4 \} \) whose meaning and their associated trapezoidal fuzzy numbers are given in the semantics of Table 1.

<table>
<thead>
<tr>
<th>Label</th>
<th>Meaning</th>
<th>Trapezoidal fuzzy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_0 )</td>
<td>very bad</td>
<td>(0.0, 0.2)</td>
</tr>
<tr>
<td>( l_1 )</td>
<td>bad</td>
<td>(0.0, 0.125, 0.275, 0.4)</td>
</tr>
<tr>
<td>( l_2 )</td>
<td>medium</td>
<td>(0.2, 0.4, 0.6, 0.8)</td>
</tr>
<tr>
<td>( l_3 )</td>
<td>good</td>
<td>(0.6, 0.725, 0.875, 1)</td>
</tr>
<tr>
<td>( l_4 )</td>
<td>very good</td>
<td>(0.8, 1, 1, 1)</td>
</tr>
</tbody>
</table>

Suppose the profile given by the following matrix

\[
\begin{pmatrix}
 l_1 & l_4 & l_4 & l_3 & l_2 & l_1 & l_0 \\
 l_3 & l_2 & l_3 & l_1 & l_0 & l_2 & l_4 \\
 l_4 & l_1 & l_3 & l_4 & l_0 & l_4 & l_0 \\
 l_3 & l_2 & l_3 & l_4 & l_0 & l_4 & l_0 \\
 l_2 & l_3 & l_4 & l_0 & l_0 & l_2 & l_4 \\
\end{pmatrix}
\]
which provides the following classification of alternatives

Table 2. Individual classification of alternatives

<table>
<thead>
<tr>
<th>k = 1</th>
<th>k = 2</th>
<th>k = 3</th>
<th>k = 4</th>
<th>k = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_k(l_4)$</td>
<td>$x_2, x_3, x_5$</td>
<td>$x_4, x_8$</td>
<td>$x_5, x_7$</td>
<td>$x_2, x_5$</td>
</tr>
<tr>
<td>$C_k(l_3)$</td>
<td>$x_4, x_5$</td>
<td>$x_1, x_3$</td>
<td>$x_2, x_4$</td>
<td>$x_4$</td>
</tr>
<tr>
<td>$C_k(l_2)$</td>
<td>$x_5$</td>
<td>$x_2, x_7$</td>
<td>$x_1, x_3$</td>
<td>$x_1, x_8$</td>
</tr>
<tr>
<td>$C_k(l_1)$</td>
<td>$x_1, x_7$</td>
<td>$x_5$</td>
<td>$x_1, x_3$</td>
<td>$x_6$</td>
</tr>
<tr>
<td>$C_k(l_0)$</td>
<td>$x_8$</td>
<td>$x_6$</td>
<td>$x_6, x_8$</td>
<td>$x_7, x_8$</td>
</tr>
</tbody>
</table>

3. AGGREGATION FUNCTIONS

An aggregation function $A : v \mapsto R(X)$ assigns a complete preorder $R$ on $X$ to each profile $(v_1,\ldots,v_m)$, $R = A(v_1,\ldots,v_m)$. Given $r$ aggregation functions $A_1,\ldots,A_r$, with $r \geq 2$, we will consider the aggregator $A : v \mapsto R(X)'$, which assigns $r$ complete preorders $R_1,\ldots,R_r$ to each profile $(v_1,\ldots,v_m)$, according to the aggregation functions, i.e., $R_i = A_i(v_1,\ldots,v_m)$.

As an example we will consider three concrete aggregation functions based on two well-known group decision procedures: the Borda count and the approval voting. First of all we present the related crisp procedures.

The classical Borda count supposes that individuals rank the alternatives by means of linear orders (complete preorders such that no different alternatives are indifferent). Every agent assigns to each alternative a mark: the number of alternatives ranked worse than it. Then the winner alternative(s) is (are) that who obtain the highest score. When individuals rank alternatives by means of a complete preorder (indifferences could appear) instead of a linear order, several generalizations of the classical Borda count have been considered in the literature. We have taken into account two of them, but adapting the notation to our framework. The first Borda count has been used by Gärdenfors (1973) and Nitzan and Rubinstein (1981); the second one is equivalent to one given by Black (1976).

1. For every $h \in \{1,\ldots,s\}$, if $x_i \in C_k(l_h)$, then the agent $k$ assigns to $x_i$ the score
If \( x_i \in C_k \left( l_0 \right) \), then its score is 0.

Similarly to the classical Borda count, each agent gives a mark to each alternative: the number of alternatives worse than it. Taking into account the individual marks, the total score of an alternative is defined by the addition of the individual marks. Then the winner alternative(s) is (are) that which obtain the highest total score.

2. For every \( h \in \{0, \ldots, s\} \), if \( x_i \in C_k \left( l_h \right) \), then the agent \( k \) assigns to \( x_i \) the score

\[
\sum_{h=0}^{h-1} \text{card } C_k \left( l_h \right).
\]

Thus, each agent gives a mark to each alternative: the number of alternatives worse than it or indifferent to it. Again taking into account the individual marks, the total score of an alternative is defined by the addition of the individual marks. Then the winner alternative(s) is (are) that which obtain the highest total score.

Approval voting supposes that each agent chooses the good alternatives, assigning 1 point to each one, and giving 0 points to the others. If we consider that agents qualify as good alternatives those sorted with labels greater than the central label, then we can define this crisp group decision procedure in the following way.

3. If \( x_i \in C_k \left( l_h \right) \), then the agent \( k \) assigns 1 to this alternative whenever

\[ h > \frac{s}{2} \]

and 0 otherwise. Again taking into account the individual marks, the total score of an alternative is defined by the addition of the individual marks. Then the winner alternative(s) is (are) that which obtain the highest total score.

Now we present the aggregation functions based on the previous crisp group decision procedures. In this case, each agent \( k \) assigns an element of the commutative semigroup generated by \( L \) to each alternative:

\[
s_k : X \rightarrow \langle L \rangle
\]

\[
x_i \rightarrow s_k (x_i).
\]
1. $A_1$ is based on the first version of the classical Borda count, but considering indirect fuzzy preferences between the evaluated alternative and those worse than it. For every $h \in \{1, \ldots, s\}$, if $x_i \in C_k(l_h)$, then the agent $k$ assigns to $x_i$ the fuzzy score

$$s^1_k(x_i) = \sum_{h=0}^{h-1} \text{card } C_k(1) \cdot l_{h-h}.$$

If $x_i \in C_k(l_0)$, then its score is $l_0$.

Taking into account the individual marks, $A_1$ assigns the complete preorder $R_1$ defined by

$$x_i R_1 x_j \iff \sum_{k=1}^{m} s^1_k(x_i) \geq \sum_{k=1}^{m} s^1_k(x_j).$$

Then the winner alternative(s) is (are) that who obtain the highest total fuzzy score according to $(\langle L \rangle, +, \leq)$.

2. $A_2$ is based on the second version of the classical Borda count, again considering indirect fuzzy preferences between the evaluated alternative and those worse than or indifferent to it. For every $h \in \{0, \ldots, s\}$, if $x_i \in C_k(l_h)$, then the agent $k$ assigns to $x_i$ the fuzzy score

$$s^2_k(x_i) = \sum_{h=0}^{h} \text{card } C_k(1) \cdot l_{h-h}.$$

Now $A_2$ assigns the complete preorder $R_2$ defined by

$$x_i R_2 x_j \iff \sum_{k=1}^{m} s^2_k(x_i) \geq \sum_{k=1}^{m} s^2_k(x_j).$$

Again, the winner alternative(s) is (are) that who obtain the highest total fuzzy score according to $(\langle L \rangle, +, \leq)$.

3. $A_3$ is a linguistic generalization of the approval voting. For every $h \in \{0, \ldots, s\}$, if $x_i \in C_k(l_h)$, then the agent $k$ assigns to $x_i$ the fuzzy
score \( s^3_k(x_i) = I_k \). Similarly to the previous cases, \( A_3 \) assigns the complete preorder \( R_3 \) defined by

\[
x_i R_3 x_j \iff \sum_{k=1}^m s^3_k(x_i) \geq \sum_{k=1}^m s^3_k(x_j).
\]

Again, the winner alternative(s) is (are) that which obtain the highest total fuzzy score according to \((\langle L \rangle, +, \leq)\).

**Example 2.** Consider the semantics and the individual assessments provided in Example 1. In order to obtain the complete preorders associated with the three aggregation functions, we use the usual addition of trapezoidal fuzzy numbers and the ordering given by Delgado, Vila and Voxman (1998).

Given two trapezoidal fuzzy numbers \((a, b, c, d), (a', b', c', d')\):

- \((a, b, c, d) + (a', b', c', d') = (a + a', b + b', c + c', d + d')\).
- \((a, b, c, d) \leq (a', b', c', d') \iff \begin{cases} a + 2b + 2c + d < a' + 2b' + 2c' + d' \\ a + 2b + 2c + d = a' + 2b' + 2c' + d' \end{cases} \) or \(-a - 2b + 2c + d \leq -a' - 2b' + 2c' + d'\).

Now we present the individual and collective fuzzy scores joint with the complete preorders associated with the three aggregation functions.

1. \( A_1 \) gives the following individual fuzzy scores:

<table>
<thead>
<tr>
<th>(k)</th>
<th>( s^1_k(x_1) )</th>
<th>( s^1_k(x_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0, 0.125, 0.275, 0.4)</td>
<td>(2.2, 3.1, 3.9, 4.6)</td>
</tr>
<tr>
<td>2</td>
<td>(0.8, 1.375, 2.025, 2.6)</td>
<td>(0.2, 0.525, 0.875, 1.2)</td>
</tr>
<tr>
<td>3</td>
<td>(0, 0.25, 0.55, 0.8)</td>
<td>(1.6, 2.25, 2.95, 3.6)</td>
</tr>
<tr>
<td>4</td>
<td>(0.4, 0.925, 1.475, 2)</td>
<td>(2.6, 3.65, 4.35, 5)</td>
</tr>
<tr>
<td>5</td>
<td>(0.2, 0.65, 1.15, 1.6)</td>
<td>(1, 1.775, 2.625, 3.4)</td>
</tr>
<tr>
<td>(\sum_{k=1}^5 s^1_k(x) )</td>
<td>(1.4, 3.325, 5.475, 7.4)</td>
<td>(7.6, 11.3, 14.7, 17.8)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$k$</th>
<th>$s_k^1(x_3)$</th>
<th>$s_k^1(x_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2.2, 3.1, 3.9, 4.6)</td>
<td>(1.165, 2.35, 3)</td>
</tr>
<tr>
<td>2</td>
<td>(0.8, 1.375, 2.025, 2.6)</td>
<td>(1.8, 2.775, 3.625, 4.4)</td>
</tr>
<tr>
<td>3</td>
<td>(0, 0.25, 0.55, 0.8)</td>
<td>(1.6, 2.25, 2.95, 3.6)</td>
</tr>
<tr>
<td>4</td>
<td>(0.4, 0.925, 1.475, 2)</td>
<td>(1.4, 2.1, 2.9, 3.6)</td>
</tr>
<tr>
<td>5</td>
<td>(0, 0.125, 0.275, 0.4)</td>
<td>(1.1775, 2.625, 3.4)</td>
</tr>
</tbody>
</table>

\[ \sum_{k=1}^{5} s_k^1(x_i) = (3.4, 5.775, 8.225, 10.4) \]

\[ \sum_{k=1}^{5} s_k^1(x_i) = (6.8, 10.55, 14.45, 18) \]

<table>
<thead>
<tr>
<th>$k$</th>
<th>$s_k^1(x_5)$</th>
<th>$s_k^1(x_6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.2, 0.65, 1.15, 1.6)</td>
<td>(1.165, 2.35, 3)</td>
</tr>
<tr>
<td>2</td>
<td>(0, 0.125, 0.275, 0.4)</td>
<td>(0, 0, 0.2)</td>
</tr>
<tr>
<td>3</td>
<td>(2.8, 3.7, 4.3, 4.8)</td>
<td>(0, 0, 0, 0.2)</td>
</tr>
<tr>
<td>4</td>
<td>(2.6, 3.65, 4.35, 5)</td>
<td>(0, 0.25, 0.55, 0.8)</td>
</tr>
<tr>
<td>5</td>
<td>(2.4, 3.5, 4.5, 5.4)</td>
<td>(0, 0.125, 0.275, 0.4)</td>
</tr>
</tbody>
</table>

\[ \sum_{k=1}^{5} s_k^1(x_i) = (8, 11.625, 14.575, 17.2) \]

\[ \sum_{k=1}^{5} s_k^1(x_i) = (1, 2.025, 3.175, 4.6) \]

<table>
<thead>
<tr>
<th>$k$</th>
<th>$s_k^1(x_7)$</th>
<th>$s_k^1(x_8)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0, 0.125, 0.275, 0.4)</td>
<td>(0, 0, 0, 0.2)</td>
</tr>
<tr>
<td>2</td>
<td>(0.2, 0.525, 0.875, 1.2)</td>
<td>(1.8, 2.775, 3.625, 4.4)</td>
</tr>
<tr>
<td>3</td>
<td>(2.8, 3.7, 4.3, 4.8)</td>
<td>(0, 0, 0, 0.2)</td>
</tr>
<tr>
<td>4</td>
<td>(0, 0, 0, 0.2)</td>
<td>(0, 0, 0, 0.2)</td>
</tr>
<tr>
<td>5</td>
<td>(0, 0, 0, 0.2)</td>
<td>(0.2, 0.65, 1.15, 1.6)</td>
</tr>
</tbody>
</table>

\[ \sum_{k=1}^{5} s_k^1(x_i) = (3, 4.35, 5.45, 6.8) \]

\[ \sum_{k=1}^{5} s_k^1(x_i) = (2, 3.425, 4.775, 6.6) \]

Therefore, $A_1$ provides the ranking (linear order):

\[ x_5 \; P_1 \; x_2 \; P_1 \; x_4 \; P_1 \; x_3 \; P_1 \; x_7 \; P_1 \; x_1 \; P_1 \; x_8 \; P_1 \; x_6. \]
2. $A_2$ gives the following fuzzy scores:

**Table 4.** Individual and collective scores provided by $A_2$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$s^2_k(x_1)$</th>
<th>$s^2_k(x_2)$</th>
<th>$s^2_k(x_3)$</th>
<th>$s^2_k(x_4)$</th>
<th>$s^2_k(x_5)$</th>
<th>$s^2_k(x_6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0, 0.125, 0.275, 0.8)</td>
<td>(2.2, 3.1, 3.9, 5)</td>
<td>(2.2, 3.1, 3.9, 5)</td>
<td>(1.65, 2.35, 3.4)</td>
<td>(1.65, 2.35, 3.4)</td>
<td>(1.65, 2.35, 3.4)</td>
</tr>
<tr>
<td>2</td>
<td>(0.8, 1.375, 2.025, 3)</td>
<td>(0.2, 0.525, 0.875, 1.6)</td>
<td>(0.8, 1.375, 2.025, 3)</td>
<td>(1.8, 2.775, 3.625, 4.8)</td>
<td>(0, 0, 0, 0)</td>
<td>(0, 0, 0, 0)</td>
</tr>
<tr>
<td>3</td>
<td>(0, 0.25, 0.55, 1.2)</td>
<td>(1.6, 2.25, 2.95, 4)</td>
<td>(0, 0.25, 0.55, 1.2)</td>
<td>(1.6, 2.25, 2.95, 4)</td>
<td>(2.8, 3.7, 4.3, 5.2)</td>
<td>(0, 0, 0, 0.4)</td>
</tr>
<tr>
<td>4</td>
<td>(0.4, 0.925, 1.475, 2.4)</td>
<td>(2.6, 3.65, 4.35, 5.4)</td>
<td>(0.4, 0.925, 1.475, 2.4)</td>
<td>(1.4, 2.1, 2.9, 3.8)</td>
<td>(2.6, 3.65, 4.35, 5.4)</td>
<td>(0, 0.25, 0.55, 1)</td>
</tr>
<tr>
<td>5</td>
<td>(0.2, 0.65, 1.15, 2)</td>
<td>(1.1775, 2.625, 3.8)</td>
<td>(0.2, 0.65, 1.15, 2)</td>
<td>(1.1775, 2.625, 3.8)</td>
<td>(2.4, 3.5, 4.5, 5.6)</td>
<td>(0, 0.125, 0.275, 0.8)</td>
</tr>
<tr>
<td>$\sum_{k=1}^5 s^2_k(x_i)$</td>
<td>(1.4, 3.325, 5.475, 9.4)</td>
<td>(7.6, 11.3, 14.7, 19.8)</td>
<td>(3.4, 5.775, 8.225, 12.4)</td>
<td>(6.8, 10.55, 14.45, 19.8)</td>
<td>(8, 11.625, 14.575, 18.6)</td>
<td>(1, 2.025, 3.175, 5.8)</td>
</tr>
</tbody>
</table>
Choosing a Ranking of Alternatives in a Two-Stage Group

\[
s_k^2(x_7) = (0, 0.125, 0.275, 0.8) \quad s_k^2(x_8) = (0, 0, 0, 0.2)
\]
\[
k = 1
\]
\[
s_k^2(x_7) = (0.2, 0.525, 0.875, 1.6) \quad s_k^2(x_8) = (1.8, 2.775, 3.625, 4.8)
\]
\[
k = 2
\]
\[
s_k^2(x_7) = (2.8, 3.7, 4.3, 5.2) \quad s_k^2(x_8) = (0, 0, 0, 0.4)
\]
\[
k = 3
\]
\[
s_k^2(x_7) = (0, 0, 0, 0.4) \quad s_k^2(x_8) = (0, 0, 0, 0.4)
\]
\[
k = 4
\]
\[
s_k^2(x_7) = (0, 0, 0, 0.2) \quad s_k^2(x_8) = (0.2, 0.65, 1.15, 2)
\]
\[
k = 5
\]
\[
s_k^2(x_7) = (4.2, 3.875, 3.525, 2.6) \quad s_k^2(x_8) = (2.2, 1.425, 0.975, 0.6)
\]
\[
k = 6
\]
\[
s_k^2(x_7) = (2.6, 1.875, 1.525, 1) \quad s_k^2(x_8) = (2.4, 1.6, 1.4, 1)
\]
\[
k = 7
\]
\[
s_k^2(x_7) = (0.4, 0, 0, 0) \quad s_k^2(x_8) = (0.4, 0, 0, 0)
\]
\[
k = 8
\]
\[
s_k^2(x_7) = (2, 1.15, 0.65, 0.2) \quad s_k^2(x_8) = (4.8, 3.625, 2.775, 1.8)
\]
\[
k = 9
\]
\[
s_k^2(x_7) = (5.2, 4.3, 3.7, 2.8) \quad s_k^2(x_8) = (0.4, 0, 0, 0)
\]

Consequently, \( A_2 \) gives the ranking (linear order):

\[
x_2 \ P_2 \ x_5 \ P_2 \ x_4 \ P_2 \ x_3 \ P_2 \ x_7 \ P_2 \ x_1 \ P_2 \ x_8 \ P_2 \ x_6.
\]

3. \( A_3 \) gives the following fuzzy scores:

**Table 5.** Collective scores provided by \( A_3 \)

\[
\sum_{k=1}^{9} s_k^2(x_i) = (3, 4.35, 5.45, 8.2) \quad \sum_{k=1}^{9} s_k^2(x_i) = (2, 3.425, 4.775, 7.8)
\]

Therefore, \( A_3 \) provides the ranking (linear order):

\[
x_4 \ P_3 \ x_2 \ P_3 \ x_5 \ P_3 \ x_3 \ P_3 \ x_1 \ P_3 \ x_7 \ P_3 \ x_8 \ P_3 \ x_6.
\]

Summarizing, the three aggregation functions provide three different complete preorders (in fact linear orders). Only the fourth, seventh and eighth positions are identical in the three rankings.
4. CHOOSING A FINAL OUTCOME

Taking into account the outcomes given by a particular aggregator, we need to choose a final outcome. In order to do this, we will consider an aggregation rule which give us a single complete preorder representing the group opinion.

An aggregation rule \( F : R(X)^r \rightarrow R(X) \) is a function which assigns a complete preorder \( R \) on \( X \) to each family of \( r \) complete preorders. We suppose that this family is the outcome of an aggregator \( A : v \rightarrow R(X)^r \). Combining both aggregation procedures we have a decision rule \( F_A = F \circ A : v \rightarrow R(X) \) which provides a complete preorder, the final outcome, to each profile of individual linguistic assessments.

We will consider weights \( w_1, \ldots, w_r > 0 \), such that \( w_1 + \ldots + w_r = 1 \), in order to associate different importance to the aggregation functions \( A_1, \ldots, A_r \). Taking into account \( R_k = A_k(v_1, \ldots, v_m) \), the complete preorder given by \( A_k \) to the profile \( (v_1, \ldots, v_m) \), let \( P_k \) and \( I_k \) be the strong preference relation and the indifference relation associated with \( R_k \), respectively. Now we define

\[
  f_k(x_i) = \text{card} \{ x_j | x_i P_k x_j \}
\]

the Borda score given by \( R_k \) to alternative \( x_i \).

We note that, by transitivity of \( P_k \), \( f_k(x_i) > f_k(x_j) \) whenever \( x_i P_k x_j \) (see García-Lapresta and Martínez-Panero (2002)).

The total score of alternative \( x_i \) is defined by

\[
  f(x_i) = \sum_{k=1}^{r} w_k \cdot f_k(x_i).
\]

Thus, we obtain the final complete preorder

\[
  R = F(R_1, \ldots, R_r) = F_A(v_1, \ldots, v_m)
\]

defined by

\[
  x_i R x_j \iff f(x_i) \geq f(x_j).
\]
Example 3. We now consider the three aggregation functions included in the previous example and their respective outcomes:

1. \( A_1 = x_5 \ P_1 \ x_2 \ P_1 \ x_4 \ P_1 \ x_3 \ P_1 \ x_1 \ P_1 \ x_8 \ P_1 \ x_6. \)
2. \( A_2 = x_2 \ P_2 \ x_5 \ P_2 \ x_4 \ P_2 \ x_3 \ P_2 \ x_7 \ P_2 \ x_1 \ P_2 \ x_8 \ P_2 \ x_6. \)
3. \( A_3 = x_4 \ P_3 \ x_2 \ P_3 \ x_5 \ P_3 \ x_3 \ P_3 \ x_1 \ P_3 \ x_7 \ P_3 \ x_8 \ P_3 \ x_6. \)

As an example we define three aggregation rules \( F_i : R(X) \rightarrow R(X), \) \( i = 1, 2, 3, \) associated with different weights. We denote \( F_i(\bar{R}_i, \bar{P}_i) = \bar{R}_i; \bar{P}_i \) and \( \bar{R}_i; \bar{P}_i \) are the strong preference relation and the indifference relation associated with \( \bar{R}_i, \) respectively. Now we show the final outcome provided by each one of these aggregation rules.

1. \( F_1 \) is defined by the weights \( w_1 = w_2 = w_3 = \frac{1}{3}. \) The total scores of the alternatives are:

\[
\begin{align*}
    f(x_1) &= 2.3, & f(x_3) &= 4, & f(x_5) &= 6, & f(x_7) &= 2.6, \\
    f(x_2) &= 6.3, & f(x_4) &= 5.6, & f(x_6) &= 0, & f(x_8) &= 1.
\end{align*}
\]

Therefore, the complete preorder obtained through \( F_1 \) is:

\( x_2 \ P_1 \ x_5 \ P_1 \ x_4 \ P_1 \ x_3 \ P_1 \ x_7 \ P_1 \ x_1 \ P_1 \ x_8 \ P_1 \ x_6. \)

2. \( F_2 \) is defined by the weights \( w_1 = 0.6, \) \( w_2 = w_3 = 0.2. \) The total scores of the alternatives are:

\[
\begin{align*}
    f(x_1) &= 2.2, & f(x_3) &= 4, & f(x_5) &= 6.4, & f(x_7) &= 2.8, \\
    f(x_2) &= 6.2, & f(x_4) &= 5.4, & f(x_6) &= 0, & f(x_8) &= 1.
\end{align*}
\]

Consequently, the complete preorder obtained through \( F_2 \) is:

\( x_5 \ P_2 \ x_2 \ P_2 \ x_4 \ P_2 \ x_3 \ P_2 \ x_7 \ P_2 \ x_1 \ P_2 \ x_8 \ P_2 \ x_6. \)

3. \( F_3 \) is defined by the weights \( w_1 = 0.5, \) \( w_2 = 0.3, \) \( w_3 = 0.2. \) The total scores of the alternatives are:

\[
\begin{align*}
    f(x_1) &= 2.2, & f(x_3) &= 4, & f(x_5) &= 6.3, & f(x_7) &= 2.8, \\
    f(x_2) &= 6.3, & f(x_4) &= 5.4, & f(x_6) &= 0, & f(x_8) &= 1.
\end{align*}
\]
Therefore, the complete preorder obtained through $F_3$ is:

$$x_5 \succ x_3 \succ x_2 \succ x_4 \succ x_3 \succ x_3 \succ x_1 \succ x_3 \succ x_8 \succ x_3 \succ x_6.$$ 

We note that the top of the three final complete preorders are different: the first one ranks $x_2$ over $x_5$, the second one ranks $x_5$ over $x_2$; and the third one ranks $x_5$ and $x_2$ at the same level. Clearly, the weights with which we give different importance to the aggregation functions are crucial in the final outcomes provided by the decision rules.
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